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Commentary

With all the hysteria, all the fear, all the phony 
science, could it be that manmade global warming 
is the greatest hoax ever perpetrated on the 
American people? I believe it is.

—U.S. Senator James Inhofe, July 28, 2003  
(149 Congressional Record S10012 –  

Science of Climate Change, p. 11)

Dixon and Jones (2015) reanalyzed data from two of our 
earlier studies (Lewandowsky, Gignac, & Oberauer, 2013; 
Lewandowsky, Oberauer, & Gignac, 2013) in which we 
found an association between the endorsement of con-
spiracy theories and the rejection of well-established sci-
entific findings. For example, 20% of respondents in a 
representative sample of 1,000 Americans agreed (or 
strongly agreed) with the proposition that climate change 
“is a hoax perpetrated by corrupt scientists who wish to 
spend more taxpayer money on climate research” 
(Lewandowsky, Gignac, & Oberauer, 2013). Agreement 
with this item strongly predicted rejection of climate sci-
ence (r = −.57). Endorsement of other, unrelated con-
spiracy theories (e.g., that NASA faked the moon landing) 
also predicted rejection of various scientific propositions 
to varying extents (see Fig. 1). Focusing on climate 
change, Dixon and Jones suggest that this association 
was artifactual.

Critical reexaminations can be valuable because they 
sometimes help strengthen the case for the original con-
clusions (e.g., Bedford, 2010; Bedford & Cook, 2013; 
Guzzetti, Snyder, Glass, & Gamas, 1993; Guzzetti, 
Williams, Skeels, & Wu, 1997). Here we show that Dixon 
and Jones have underscored the robustness of our earlier 
results. They report an atheoretical and highly circum-
scribed reanalysis of Lewandowsky, Oberauer, and 

Gignac (2013)—the blogs survey—and Lewandowsky, 
Gignac, and Oberauer (2013)—the panel survey. Dixon 
and Jones’s core argument is that the relationship between 
the two variables of interest, conspiracist ideation (CY) 
and acceptance of climate change (CLIM), is nonlinear, 
and that the models reported for both surveys were mis-
specified. To reach their conclusion, Dixon and Jones 
first make three questionable data-analytic choices to cast 
doubt on and attenuate the linear effects reported, before 
they purport that there is nonlinear relationship after 
reversing the role of the variables of interest in the statis-
tical model for the panel survey. No statistical or theoreti-
cal justification for that reversal is provided, and none 
exists.

Data-Analytic Choices

First, Dixon and Jones dismiss our conclusion for the 
blogs survey on the grounds that the data are strongly 
skewed. They fail to recognize that for these data—for 
the very reason they cite—we used an ordinal rank-based 
analysis. The claims made by Dixon and Jones (e.g., 
about the effects of removing supposedly outlying obser-
vations) are tied to their use of a metric framework that 
their own critique identifies as inappropriate and that we 
did not use. They have thus provided no justification to 
dismiss our results, as our analysis recognized and 
accounted for the skew.

Second, for both data sets, we modeled the full covari-
ance matrix of the data using structural equation 
modeling (SEM), thereby eliminating measurement error 
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(Coffman & MacCallum, 2005). Dixon and Jones, by con-
trast, rely on bivariate linear regression. Linear regression 
is susceptible to attenuation through measurement error 
(e.g., Osborne & Waters, 2002), and a bivariate focus pre-
vents identification of potential suppressor variables that 
may also attenuate the relationship of interest (e.g., 
Paulhus, Robins, Trznesniewski, & Tracy, 2004). The 
absolute magnitudes of the coefficients reported by 
Dixon and Jones are thus more than 3 times smaller 
(≈ .06) than the error-free estimates (≈ .20) we reported 
for both surveys.

Third, Dixon and Jones further weakened the focal 
bivariate effect by removing from the panel-survey data 
35 respondents who responded “neutral” to all CY and 
CLIM items. Post hoc removal of data is one of the 
degrees of freedom available to researchers that has 
recently been brought into critical focus (Simmons, 
Nelson, & Simonsohn, 2011). Researchers have many 
options to remove subsets of data on the basis of one or 
another plausible-sounding criterion. The removal has no 
effect when the data are more appropriately modeled 
using SEM (see Fig. 1b).

Reversing the Dependent and 
Independent Variables

Dixon and Jones then reverse the role of the dependent 
and independent variables in the panel-survey data. They 
give no justification for this reversal other than claiming 
that “with nonlinear models, it is important to explore 
relationships in both directions” (p. XXX). However, no 
nonlinear model has ever been proposed for these data 
by us or anyone else, so this justification is moot. The 
only model motivated by theoretical considerations and 
prior empirical findings is one in which CLIM is predicted 
by CY. When CLIM is regressed on CY, there is no evi-
dence for a nonlinear relationship, quadratic F(1, 998) = 
.001, p > .1 (Pedhazur’s method of creating a product term 
was used for the quadratic effect), which nullifies the pur-
ported statistical justification for the reversal. Moreover, it 
has been well established that “nonlinear models often do 
not hold up well in new samples . . . , and that nonlinear 
relations may be approximated by more complex linear 
models” (Bentler & Chou, 1987, p. 87).

Dixon and Jones furthermore claim it is “inappropriate 
to use a linear function of CY to predict CLIM, as the 
underlying relationship in that direction is multivalued” 
(p. XXX), citing Bentler and Chou (1987) in support. The 
nonlinear function expressing CY as a function of CLIM, 
when the roles are reversed, is indeed multivalued—but 
the data are not, as Figure 1 in Dixon and Jones shows: 
The data are simply spread out more at the lower end of 
the CY scale, which introduces nothing but heteroscedas-
ticity in the regression of CLIM on CY. (Because of that 

heteroscedasticity, for the panel-survey data we also 
computed bootstrapped confidence intervals for the 
parameter estimates in the SEM, thereby affirming the 
robustness of the effect.)

The fact that Dixon and Jones’s reversed-variable 
model obtained results different from those we reported 
for both data sets is unsurprising: Any correlation matrix 
can be fit equally well by more than one model. This 
issue of equivalent models has been discussed repeat-
edly (e.g., Raykov & Marcoulides, 2001; Tomarken & 
Waller, 2005). The consensus solution is to limit the mod-
els under consideration to those that have a meaningful 
theoretical interpretation (MacCallum, Wegener, Uchino, 
& Fabrigar, 1993). Alternative models should reflect alter-
native theoretically motivated hypotheses, any mention 
of which is conspicuously lacking in Dixon and Jones’s 
Commentary. Some statistical models are more theoreti-
cally motivated, meaningful, and justifiable than others. 
In both of our studies, we theorized that individual differ-
ences in conspiracist ideation, a cognitive style or per-
sonality attribute that is reliably associated with various 
predictors (e.g., Darwin, Neave, & Holmes, 2011), would 
predict attitudes toward scientific propositions. By revers-
ing the role of variables, Dixon and Jones tacitly claim 
that attitudes toward scientific propositions cause one’s 
personality, although this implication is obscured by the 
failure to mention any theory. The reader is left in the 
dark as to what any of this means, which is ironic in light 
of Dixon and Jones’s admonition against use of SEM as a 
“black box” (p. XXX).

Conclusion

In summary, Dixon and Jones’s analysis has no bearing 
on the results we reported for either survey because it 
reaches its main conclusion only by reversing the role of 
criterion and predictor without any theoretical justifica-
tion. The only statistical justification offered for that 
reversal (“with nonlinear models, it is important to 
explore relationships in both directions”) demonstrably 
does not apply. Without that reversal, Dixon and Jones’s 
criticism involving nonlinear relationships is moot 
because none are present.

Contrary to what Dixon and Jones assert, the associa-
tion between CLIM and CY we reported is robust and, 
self-evidently, replicable. Unless interfered with by con-
trived data-analytic choices, the observed association is 
comparable in magnitude to, or greater than, well-estab-
lished effects with notable public-health implications, 
such as the correlations between combat exposure and 
risk for posttraumatic stress disorder (r = .11) and between 
lead exposure and childhood IQ (Meyer et  al., 2001). 
Similarly, Greenwald, Banaji, and Nosek (in press) have 
shown that even small correlations (.15 < r < .24) between 
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performance on an Implicit Association Test measuring 
racial attitudes and discriminatory impacts can be soci-
etally significant. We conclude that the data of our panel 
and blogs surveys may be societally relevant. They also 
mesh well with existing literature, which has repeatedly 
reported that the rejection of scientific findings is predicted 
by various forms of motivated cognition, including con-
spiracist ideation (Bogart & Thorburn, 2005; Kalichman, 
2009; Nattrass, 2011; Smith & Leiserowitz, 2012).
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