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Abstract

A detailed analysis presentedf arecenty publishedAntarctic temperature
reconstruction thatombines satellite and ground information using a regularized
expectatiormaximization algorithm Though the generaéconstructiorconcepthas
merit, it is susceptible to spurious results for bothgenaturegrends angbatterns The
deficiencies include: (a) improper calibration of satellite data; (b) improper
determination of spatiaitructure during infilling; angc) suboptimal determination of
regularizatiorparametersparticulaty with respecto satellte principal component
retention We proposewo methodgo resolvethese issues. One utilizes temporal
relationships between the satellite and ground data; the other combines ground data with
only the spatial coponent of the satellite dat®&oth improvedmethods yield similar
resultsthatdisagree with therevious methoth several aspectRather than finding
warming concentrated in West Antarctieg find warming over the period of 195006
to beconcentrated in the Peninsuf0(35°C decadé). We also showaverage trends for
the continentEast Antarcticaand West Antarcticthatare halfor less thanhat found
using the unimproved methodotaly, thoughwe find warming in West Antarcticto
be smaller in magnitudeve find thatstatistically significant warming extends at least as
far as Marie Byrd LandWe also find differences in the seasonal patterns of temperature
change, with winter and fall showirtige largestlifferences andming and ammer

showingnegligibledifferences outside of the Peninsula.



1. Introduction

In a 2009 study published Mature Steiget al. (hereafte®09 present a novel
reconstruction technique extendAdvanced Very High Resolution Radiometer
(AVHRR) infrared satelliteobservationdadk to 1957 using manned ground station
temperatire information as predictor®revious Antarctic gridded reconstructions
(Chapman & Walsl2007; Monaghan et al. 200&)lied on interpolation or kriging
methods to estimate temperatures atinstrumented pats. In Chapman & Walsh
(2007), interpolation was guided by correlation length scales calculated using the
International Comprehensive OceAtmosphere Data Set (ICOADS) for ocean and
coastal areas, and statitmstation pairs for the Antarctic interiotn Monaghan et al.
(2008), the ERA40 reanalysis data was utilized to provide the kriging field. In contrast,
S09perform multiple linear regression of satellite temporal data against ground data, and
thendirectly recover gridded estimates using thageflite spatial structure obviating the
need for interpolation.

S09 present three separate reconstructions. The primary reconstruction is the
focus of this paper and will be referred to as theof SO9reconstructioh They also
present a reconsiction that does not combine AVHRR data with ground data, which
will be referred to as the AWS (Automatic Weather Station) reconstruction. This
reconstruction is dealt with implicitly, as our proposed modifications likewise separate

the estimation of missg AVHRR PC and ground station information. The third

1 509 additionally present a detrended variant whichvillenot directly address. This variant retains the
linearly detrended AVHRR data-&& and is justifiably demphasized in the S09 text. All criticisms apply
equallyto the detrended reconstruction; howeer to the detrendinggsultingtrend magitudes are not
directly comparable.



reconstructi on, utili zing standard principal

Supplementary Information and is not accompabiedufficient information for a
guantitative comparisonHowever, ashis version also utilized the same number of
retained AVHRR PCs as thexTreconstruction, our criticisms apply to the major
parameter choice for this reconstruction as well.

Theprimary S09 method involves the following major steag:cloud masking
and regriddingof the raw AVHRR data; Jodecomposition of the cloud masked AVHRR
data into principal componentB8Cs) and spatial eigenvectoryatigmenrdtion ofa
matrix of station data starting in 195Tthvthe first three AVHRR PCs;)@stimaion of
missing data in the augmented matwith an infilling algorithm; ¢ extraction of he
completely infilled PCs; anf) estimation of temperatures at all grid points by
reconstituting the PCs with theirrcesponding spatial eigenvectors (Steig et al. 2009;
Steig, personal communication).he last step provides a time series of n@pgainng
thetemperatureontribution fromeach PQ spatial eigenvector pair, which are then
summed together to provide the gridded temperature estifoatdsmontrs.

Our approach to this topic begins with demonstrating replication of the S09
results. We discuss the S09 choice of infilling algorithm and inability of the algorithm to
provide the necessary calibration function in Section 3. In Section 4 we show that the
methal used by S09 results in a different spatial structure being used for infilling than is
present in the satellite data, which distorts the spatial distribatidnrmagnitudesf
temperature trends. Section 5 closes out the first half of the article iycatigat the

choice of 3 principal components is suspect.



In the second half of this article, we present alternate reconstructions that address
our concerns with S09. We outline the corrections to the methodology in Section 6. In
Section 7, we discusbke primary features of our result, similarities and differences as
compared to S09, and cregslidation statistics. Recommendations and conclusions are
contained in Section 8. Additional details not covered in the main text are provided in

the Supporing Information

2. Replication of S09

We restrict our replication of the S09 process to steps that follmwd masking
of the Advanced Very High Resolution Radiometer (AVHRR) d&tee do not attempt
to replicate the cloud masking operations by $8%hese are similar to previously
published studies (e.g., Comiso 2000), and instead utilize the archived set provided by
Steig on his university website. For ground data utilizedS 0 9aéckived READER
data se(Turner et al. 2003)lso publisheé onthe same wbsite.

For the period of 1952006, our replication yields linear trend’@ decad@é of
0.12 for all grid cells, 0.1fdor East Anarctica, 0.13 for the Peninswdad 0.2Gor West
Antarctica. These values are all within 0.01 of thoseidtausing the publishedgT
reconstruction, with identical spatial and seasonal patterns of temperature change. The
reader should note that to allow broader comparisonsatheslisted above were
computed using traditional geographic boundaries raltfaer thead hocdefinitions used

by S09and therefore differ slightly from the trends reportethat study The minor



changes to geographic definitions do not impact our conclusims shaded regions in

Fig. 1 depict the definitions used for thisdy.

3. Calibration via infilling?

a. Sources of systematic error in the AVHRR data

The AVHRR instrument is carried aboard the NOAA series of satellites. Itis a
multichannel sensor designed to provide imaging at both visible (channels 1 & 2) and
infrared (channels B5) wavelengtlk as described dyowleret al. (2009) at the National
Snow and Ice Data CentefThe AVHRR data used by S09 is cloud masked in similar
fashion to Comiso (2000), redded to 50km by 50km resoluti@md presented as
monthlymeans.

The AVHRR data is not a continuous set of measurements. Like other satellite
imaging products, measurements from different satellites must be combined to produce a
continuous record, which admits the possibility of splicing err8e1sor degraation,
calibration errors, tim@f-observation driftsatmospheric conditiorsnd cloud opacity at
infrared wavelength (Comiso 2000; Fowler et al. 2009; Gleason et al. 206#&nez
Mufioz and Sobrino 2006; Jin and Treadon 2003; Sobrino et al. 2008;HEndtacand Li
2001; Trishchenko 2002; Trishchenko et al. 2G8lREontribute nomegligible
measurement errosome of which may change from satellite to satedlité some of
which show latitudinal variationsAdditionally, the AVHRR instrument measurskin
temperature rather than neanface air temperature. These factoghlight theneed to

calibrate the AVHRR data to ground datattes measurements canropriori be



expected to be interchangedbl@he mathematical description provided by S09
establishes the ground data as ¢planatoryariables and indicates that the infilling

algorithm provides the calibration.

b. Description of the total least squares algorithm

The infilling method utilized by S09 is an implementation of truncated lexdat
squares (TTLS) in a regularized expectataximization algorithm (RegEM) developed
by Schneide(2001) The TTLS algorithm provides a solution to the linear model
Ax =b, where bothA andb are assumed to contain errors. S09 define an augmented
matrixY = (A b), whereA is saidto represent the ground station dadeedlictors, or
explanatory variab® andb is saidto represent the AVHRR principal components to be
estimated (predictasgor response variab)és Regularization is accomplished by
performing a singular value decomposition of the correlaticatrix C with k retained

eigenvectors (Mann et al. 200/ rom Schneider (2001 }his yields thespatial
eigenvectorsind squared eigenvalues of the p matrix of observation& =Y /&
(wherenconsists othe time stepsp consists othe variables, and is a vector of
unbiased standard deviation estimators), since:

(Y)=us v 1)

(C)=Vvs?V (2)

2 An embedded trend in the satellite data is appdrent 1982i 2001(NOAA i 7 through NOAAI 14)
that exceeds ground station measurements by 0-1916'C decadé.

®Since A andb are defined separately for each time step, the S09 definition is not strict{BeciEon
3.c).

* Schneider (2001) and Mann et al. (2007) describe the algosishising the covariance matripwever,
RegEM scales to correlati prior to regularization.



In this notation,U represents theemporal eigenvectorg theeigervalues, and
V the spatial eigenvectordVe may then partitio’V into subspacg where rows 1 and

2 indicateavailable observations and missing observatiand columns 1 and 2 indicate
eigenvectorg1..k) and(k +1..n), respectively:

é'Vl 1 Vl 2
Vgt L 3)
X, Vs,

TheTTLS solutionyielding the set of statistical weights for prediction ofb
from A is given byFierro et al. (1997)where symbol indicates the generalized
inverse:

X = (Vi) "V;, @)

We can now estimate the missing valuesyirfor any moment in timé:

~

lgj =A X, (5)
Alternatively, rather than limit the estimation to subsp¥¢e, we can replace

o T,
av,, ¢

V;l in equation (4) withV," =a§/l’1 ¢, yielding a full set of statistical weights to
Q 21 =

provide estimates for bothissing and actual values:
¥ = (& bh=A VDV (6
As all eigenvectors greater th&nare discarded, ispaceV, , provides an

estimate of theovariance matrix of the scalpdedictand residualsSchneider, 2001)

Cres = VZZS i+ 1.n V2,: (7)



RegEM defines a new correlation matrix using the original datéhe newly

estimated dat# and C...- A new solution is then computed. The aldontiterates

until the rms change itF reaches a prdefinedstagnation tolerance.

c. Theoretical and practicatlifficulties with the S09 approach

Fundamentally, calibratioplaces e response variabl@sterms of the
explanatory variablet® allow estimation of a response from a given observation of the
explanatory variablelf this is rot performed, then the relationship between the variables
is undefined and subsequent predictiaresnotvalid. In the special case that the
response and explanatory variables are equivalent quantities and are interchamgeable
formal calibration is neessary.Formalcalibration is required this does not hold As
already discussedhe ground and AVHRR data are not interchangeable, and the latter
consideration applies.

A critical aspect of the S09 methodology is thaththe satellite PCévhich exist
only from 1982 2006)and the station data mat@xetemporallyincomplete During
19821 2006 the PCs appear iA (not b) andare directly used to predict missing
ground station valuesMissing ground station informatigthen,is estimaed bylinear
combinations of the ground statioasdthe PCs Sincethe correlation matrixC is
computed usingoth actual andstimatedsalues the response variables (the PCs) are
partially calibratedo the ground station data and partially calibratelchear
combinations of themselves.

Secondly the process okgularizationn RegeEMdestrgs the orthogonality of

the PCs.From equation (4), thenissingdata will be estimated gy correlated not
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orthogonali PCs. This means that the response variables are also partially calibrated to
each other.In the case of PC 2 and PC 3, the correldidiowing regularizatiorfor the
entire 1957 2006 periods a factor of 2.5 highahan that following the initial
regularzation ¢0.2501 vs-0.1001)after 30 iterations

Next,RegEM as used by S09 does not extnagtieled(calibrated)data Rather,
it extracts theoriginal datawith estimatesn place ofthe missing valuesBecausehe
algorithm implicitly assumes that all variables are already equivalent and
interchangeable, the original response variables (the AVHRR PCs) areerpressed in
terms of the explanatory variablgke ground data) Even assuming the previous
consicerations to be of negligible importance, this means, at best, the PCs used by S09
are properly calibrated only in the 195671981 periodand have?5 years otincalibraed
dataspliced on the end.

Thefinal concerns thatusing atotal least squaresgaiithm (which minimizes
the errors in both thavailable and missing valuesresents a theoretical difficulty. The
error in a PC (which represerntse temporal component ot@mperaturdield) does not
mean the same thirtg the reconstructioas an erroin an observation (which represents
temperature at point). Since systemic errors are more likely to affect the PCs than the
ground data (Section 3.ahet filtering effect of the truncation parametemwill be less
effectivefor thePCs. Rindom errors in the AVHRR data have already been relegated to
the truncated modewhile the systemic errors will be interpreted as sighdbreover,
theassumptiorthat the relative variance of errors in the data set are homogenous
(Schneder, 200} is violated by thdVHRR PCs,becausehe relative variance of errors

increases (i.e., signal to noise ratio decreases) as one proceeds fromdideloig
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high-order modesThis translates into additional estimation error for the grounebsisat

when the PCs appear \.

4. Spatial structure considerations

Anotherconcern with S0% the difference in spatial structure used to infill the
PCs and the corresponding AVHRRatialeigenvectors. The assumption the spatial
structureis similar is implicit in the S09 method, which recovtrs gridded temperature
estimates without altering ti&VHRR spatial eigenvecter Fromequations (4) and (6)
the estimategortion of thePCs(19577 1981) iscomprised of liear combinationsf

station datand themselvesvith coefficients given by matrix, . Unless the
coefficients inx, havea spatial distributiomdentical tothe correspondinddVHRR

spatialeigenvector wejhts,recovering gridded estimates using the unaltéHRR
spatial eigenvectors will result angeographical translation of informatiand a change
in the magnitude dhe estimates

We can investigate whether the AVHRR eigenvector weights are girectl

compatible with the TTLS regression coefficien&nceequation (6) yields a fully

populated matrix of estimateB of rank k , we mayfind the vector of coefficients,

that describe thecontribution of all variableto anyi™ variable in¥. If the i variable

is an AVHRR PC,v, then yieldswvhat the AVHRR spatial eigenvector \ghisshould be

in order tobestreproduce thgrounddata used to predict the PC.
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From equation (1), the SVIll yield the spatial eigenvectoend eigenvalues
s V@A i mput at )aodthe ten@éral éigenvectots. Thej™ columnin s V

containsthe coefficientghatyield the contribution of thej™ column inU to each series

~

in ¥. Since every series i is comprised of linear combinations Gfusing

coefficients given by the corresponding row ins V, we can calculate the contribution

of seriesi to the rest of the data iff by taking the vector sum of th@putation EOFs

with seriesi removed § ; V, ), scaled by thappropriateelementy, ; in V, and a

normalization constant:

v, =cd Vs, V, (8)

j=1

Fig. 2 (with metadata available in the Supporting Informaticonparesv, to the
AVHRR spatial eigenvector weightsr the thredPCs retained by S09n order to use
the AVHRR spatial weights (the stars in the figure) without geographically relocating
temperature information, the TTLS weights (the cifctasst be comparable. Howeyer
there are some obvioasd impatantdifferences.

While PC 1 and PC 3 demonstratmilar spatial makeupfor the Peninsula and
East Antarcticathe TTLS algorithm predicts PC 2 usifige East Antarctic stations
the opposite orientation. In 9 out of 17 cases for PC 2, the coeffi@ssigned to East
Antarctica differ from the AVHRR weights by a factor of 2 or molne West Antarctica
the differences are more significaahdthe overallmatch betweethe TTLS weights
and the AVHRR eigenvectors is poor. For PCs 1 and 2, TTLSweeout of five
stations in the opposite orientation, dadr of the stations (80%) fler from the

AVHRR eigenvectoweightby a factor of 1.5 or more. For PC 3, all of the West
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Antarctic stations differ by a factor of at least three, thngle of thdour mostheavily
weightedstations in TTLS are used in the opposite orientatlastly, PC 1i which
primarily determines the average temperature trend for the coritidésglays a
noticeably higher set of weights for the Peninsula stations and $awef weights for
East Antarcticdbetween TTLS and the AVHRR eigenvectoikhis necessarily results in

a redistribution of the Peninsula trend across the entire continent.

5. Significant principal components

A critical aspect of the reconstructiorethod employed by SQ9which is
essentially principal components regressias the choice of the truncation parameter

k. for the satellite datand kg for the infilling of the augmented ground statidpC

matrix. In their study, S09 state that they theeprocedure described in Mann et al.
(2007) to determine their truncation parameters. This procedure involves inspection of
the log eigenvalue spectrum and calculation of eigenvalue sampling eremaobes
that correspontb separable eigenvalues (i.e., the error bars on the eigenvaluesab not
into the continuum of overlappiregror estimatésare selected for use. The remainder
are discarded.

This calculation is identical to that performedNgrth et al. (1982), where it was
shown that overlapping eigenvals@mpling error estimatasdicate mixing
(degeneracydf the underlying modedmportantly,North et al.(1982)note that this

procedure provideso guidanceon determining the truncatigparameter The effect of

splitting degenerate modes during truncation depends on the analysis being performed.
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one is trying to find a smaller basis for representing a data set, the effect is limited to the
amount of variance the multiplet explainghe original datalf the explained variance
of the multiplet is small, the error due to splitting it is correspondingly srivathe case
of S09, the latter concern appliebhe procedure used by S09, which selduts
truncation parametdrased skely on sampling error, is incomplete becausamitsany
investigation othe errorcaused by arly truncation.

Furthermore, the procedure described in Mann et al. (2007) was evaluated during
the course of pseudoproxy experiments under different tonslithan exist in
Antarctica. It was tested using separate noise realizations for each pseudoproxy, which
does not admit the possibility of nonlocal correlation between predictor and predictand
residuals.As discussed earlier, this assumption is vedah Antarctica Mann et al.
(2007) also note that the procedure is too conservativelaslyggatto-noise ratios
(SNRs) Theaverageoefficient of determinatiorr?) between the AVHRR and ground
data is approximately 0.45, which roughly correspdnds SNR of 1.0. This was the
highest SNR tested by Mann et al. (2007), with the exception of perfect pseudoproxies.
Finally, theynotethat he pr ocedure i s heuristic, descrihb
wor ks wel | dsoggestreessvdidatioreas a possible alternative andre
objective method We will show via extensive crosslidation testing that this procedure

led S09 to select suboptimal truncation parameters.

6. Corrections to methodology

a. Spatial and temporal assunis
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Performing a reconstruction of this type necessarily requires assumptiqtis that
not met potentially invalidate the results. A stated assumption of S09 is that the AVHRR
data provides a reasonably accurate spatial representation of tempetdaweser, by
retaining the 1982006 portion of the AVHRR PCs unchanged, S09 implicitly make the
additional assumption that the AVHRR data provides a reasonably adesmaieral
representation of temperatures. We findtfor reasons discussed in Sectirthe latter
assumption is not likely to hold. To correct this, our approach shares the spatial
assumption of S09 and assumes thagtbend dataprovidesmore accurate temporal
information

Thisassumption may be mathematically expressed in onecofvlays. If an
infilling algorithm is used, one may make use of equation (6) to extract regression
estimates for the AVHRR PCs at all times rather than only times where the original PCs
are incomplete(As noted in Section 3.c, this modificatiorrégjuiredfor a valid
calibration) Theestimatesnay then be reconstituted with the corresponding spatial
eigenvectors to obtain the reconstruction. In this way, the reconstruction contains no
direct AVHRR temporal information. An alternative means of exprggbe revised
temporal assumption is to perform the regression by usifygspatial information and

exclude tle PCs altogether é8tion 6.d).

b. Calibration
As discussedRegEM is not capable of providing a calibration function if the
explanatory andesponse variables are both incomplete, or if multiple response variables

aresimultaneouslyncluded Additionally, the default output from RegEM does not yield
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the calibrated PCsWe address #@seissues firstby ensuring the explanatory variables
aretemporally complete (which we denote Mod 1), and second by taking advantage of
eqguation (6) to extract the modeled PCs (which we denote Mo@id)erform thae
modifications we utilize the RegEM algorithm ftafill a matrix compised solely of

ground sation data (analogous to the AWS reconstruction in S09). The completed matrix
is then augmentely the AVHRR PCs and thentire 1957 2006 period for the PCs is
predicted via equation (6)This prevents the estimation of the PCs from influencing each
other via their influence on the estimation of ground datee the ground station

estimation is complete prior to the PCs being regresgbis alsohelps resolve the
theoretical difficulty of errors in the PCs meaning something different than errdwes in t

ground stations, as the PCs are never used to estimate ground temperatures.

c. Spatial structure considerations when regressing principal components

One way to resolve the issue of differing spatial structures betivearound
stationinfilling and the AVHRReigenvectors is to constrain the ground station
regression by the casponding eigenvector weights, appropriately scaled to reduce the
influence of the P@n thedecomposition.Because each set of weights is unique to a
particular AVHRR eigenwor, this requires that each PC be infilled separately and has
the added benefit of entirely resolving the isspfemutual reinforcemerdnd cross
contamination of the PG®ted in Section 3We denote this modificatioas Mod 3
Additionally, we denot¢ the combination of Modsi13 for directAVHRR PC regression

astheeigenvectoweighted(E-W) method.
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d. Eliminating use of principal components

A more eleganineans to resolvealibration andpatial structureoncernss to
avoid using the AVHRR PCsSince we assume tA&/HRR spatial structure to be
accurate, the most efficient way to perform the reconstruction is to directly regress the

ground station data against the AVHRR spaigenvectors To do this, we first define
our spatial EOFS a5y ume = Y1 (S e Vo) » WETES o me CONtAIrS the AVHRR
eigenvalued..k, V,,rs represents theveights of thespatial eigenvectorat the ground
station locatios andn represents the effective degrees of freedom. We then define a
matrix of RegEMinfilled ground station observation$, unknownregression
coefficientsa andwrite:

L avrr =Y €)

The regularized least squares solutan be found in Lawson and Hanson
(1974),where a vector solution is computed separately for each ftimematricesa and
Y (subscriptereafteomitted for readability)

a= (L'L+Ih*)* LY (10)

As we do not know the proper regularization parameter fronagmpori physical
argumets, we determine the parametérby minimizing the rms error between the
reconstruction andll stations (including ones not used as predictaesgxplicitleave
oneout crossvalidation The value ofh’ that minimizes error in withheld datanbe
interpreted as the maximum likelihood estimation of the true ratio of system

measurement error and nei@-itzpatrick 199;1Sima 200%, where noise refers to the

amount of information on each predictor ttehot usable for prediction
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We denote this methddwhich inseparably combines Mod$ B without use of

the AVHRR PC9 as theregularized least squaré®LS) method.

e. Determiningegularizationparameters

The finalmodification which applies to kb the EW and RLS methods, is to
determine the optimumegularizatiorparametershrough a series of cross validation
experiments.This provides an objective criterion for determining important modes
without resorting to heuristitmols (nspecting thedg eigenvalue spectryrootstrapped
eigenvalue/eigenvector, broken stick, scree plots, etc.) that can give vastly different

answers fothe sameset of data.To avoid confusion, we will usk,,, to refer to the
truncation parameteor the initial ground data infillingk,, to denote the number of
retained AVHRRPGs, k..., to denote the truncation paramstesed by the infilling

algorithm toregress the PCs against the ground stafianthe EW reconstructions, and

h? to denote the regularization parameter for RLS

We use several algorithms for the cresfidation experiments. The firsttise
TTLS algorithm of Schneider (2001)which was the algorithm usédxy SO09i
reprogrammed in the R Programming Language, and benchmarked against the original
Matlab version. The second is a Truncated SVD (TSVD) algorithm similar to the
DINEOF routine of Beckers and Rixen (2003). The third is the ridge regression (IRidge
algorithm of Schneider (200Which utilizes Tikhonov regularization rather than
truncation also reprogrammed in &d benchmarked against the Matlab version

Unlike IRidgewhere the regularization parameter is determined via minimization

of the generized cross validation (GCV) function of Golub et al. (1978) analytical
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crossvalidation function is known for TTLS and TSVDWe therefore determine the

optimal value ofk ., by explicitly calculating reconstruction rms erromtghheld

stations. For this procedunge withhold one station at a time from the ground station set

and infill theremaining stationat different values ok, ,,. We then perfornfkRLS and &

W reconstructions anchlculate rms errato the withheld statianThe value ofk,, that

results in the lowest overall rms error tbe withheldstations is selected as optimal.

For the EW reconstructions, we determineg, ,, by regressing each AVRR

PC against the infilled ground station smtrforming the reconstructioand choosing the
parameter that yields the lowest rms elretween the reconstruction and all stations,
including those not used as predictoFor RLS reconstructions, we danine the
regularization parametdr’ via explicit leaveone-out cross validation during the
regression (sectiod.d). The number of AVHRR PCs included in the reconstruction

K.y - IS likewise determinedy minimizing the rms error on all stations.

Lastly, after the optimal parameters have been chosen, we evaluate how well the
regression and reconstruction procedure may estimate temperatures at uninstrumented

locations in a similar fashioas thauised todeterminek, ;. One station at a time is

entirely withheld from the ground station infilliramd is also entirely withheld from the

RLS and EW reconstructiongincluding the crossalidation steps) We then calculate

rms error 1), coefficient of efficiency (CE), and correlation coefficienttp the

withheld station. Because this is repeated for every station, we can obtain a complete set

of verification statistics for all predictordVe alsoperform this procedure using th@%s
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reconstructionn order to have a likéo-like comparison of the effégeness of the
reconstruction methods.
We denote this modificatiohwherein all truncation parameters are determined

via crossvalidationi as Mod 4.

f. Summary of modifications

To address the three primary issues noted in our abstract with the S09 method, we
propose the following modifications:

1 Mod 1: Infill ground stations separately from the AVHRR PCs

1 Mod 2: Use the calibrated, modeled PCs at all times

1 Mod 3: Constrain thpredictionof the PCs by the AVHRR spatial

eigervectos

1 Mod 4: Determine all adjustable parameters via evadislation testing

These are implemented in two waya E-W, the PCs are regressed against the
station data In RLS,the ground station data directly regresseagainst the retained

AVHRR spatial eigenvectors. Optimal parameters for both are selected via Mod 4.

7. Results

a. Optimal parameters
1) PARAMETERS FORGROUND STATION NFILLING
Because weind that including shomtecord stationsesulsin degraded

performance bthe reconstruction, we limdur set of predictors tall READER stations
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that ardocated withinl00km of anAVHRR grid celland havet least 96 months of
data. This yields63 stations (35 AWS and 28 manned grountista), which are
tabulatedn the Supporting Information

We find TTLS and TSVD to yield nearly identical results, with TTLS showing
slightly lower (01 5%) reconstruction trends depending onrgularizatiorparameter
used. Due to the increased e#fiecy of TSVD (the algorithm is approximately 10 times
faster than TTLS), we conduetost of the crossalidation using TSVD and spoheck

with TTLS. Both algorithms yield an identical optimia),, of 7.

However,we find theregulaizationmethodin TTLS and TSVDio besomewhat

undesirable. While the optimal value &f , doesindeed yield comparable

reconstructions to IRidge, small changethiaregularizatiorparametecancausdarge
changes in the resirg reconstructionsBecause theegularizatiorparameter is fixed

for the entire data set, tiparameter that is ideal for the data set as a wdalees

overfits during period with few predictors and underfits during periods with many
predictors, yieldag lower overall prediction effectiveness. In experiments where
portions (5%) of the station data are withheld, we obtain maximum CEs to the withheld
data of approximately 0.50 with T8 and TSVD but in excess of 0.63 with IRidge.

This possibilityi tha the smooth regularizaticand ability to adapt the regularization to
the number of predictors available thapievided by ridge regression would prove more
effective in practice than TTLSis pointed out in Schneider (2001 addition to the
problems resulting from coarséixed regularization,TTLS and TSVD lack a known

analytical minimization function. This makése computational cost advantage over
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ridge regressionoted as attractive by Mann et al. (20@jirely ev@oratedue to the
need forextensive explicit crossvalidation

Given these issues with TTLS and TSVD, etmose to emphasize the
reconstructions usindridge-infilled ground stationg the main text.We do note,
however, that the optimal parameters for TTLS and TSVD providmsgaictions that
are quite comparable to IRidg&TLS-infilled reconstructionsire availablen the
Supporting Information.

2) E-W RECONSTRUCTION RRAMETERS

Unlike the ground station infilling, we found TTLS and TSVD to provide stable
results for the € regressiosin the EW reconstructionsin this casethe number of
predictors is stable and there is only one predictards prevents having to select the
truncation parameter based on best overall perfornfanceultiple predictandand
allows sekction of the parameter based on the best performance for the single predictand.
As a result, the underfitting / overfitting issues associated with the ground station infilling
are avoided For the EW reconstruction$ which are far more computationallytensive
than the RLS reconstructionsve found the speed advantage of TTLS and TSVD to be
particularly useful.

Forthe EW reconstructionimposing an uppdmit of k.., ¢ 8during the
ground station / AVHRR PC regression yiette best verification statistics for both
TTLS and TSVD, with TSVD showing slightly higher trends (approximately 5%) and
slightly betterverification statistics.In contrast withthe ground station infilling, the

resultsare relatively insensitive to changesthe maximum allowable value fég, .,

with only a 0.02C decad? difference in the continental and West Antarctic tremsithe
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upper limit onkg, .\, is variedfrom 5to 11. Belows5, trends in all areas asggnificantly

reduced.

The optimal value fok_, alsoshowsllittle sensitivityto k.., yieldingan ideal

number ofl50retained satellite PCs witk,. e, ¢ 8. Overfitting results in a rapid

decrease in verification statistics and optimal number of retained satellite PCs when the

upper limit onkg, ¢, is allowed to exceed 11.

3) RLSRECONSTRUCTION RRAMETERS
For the RLS reconstructions, an optimal regularization parareté 0.34 is

obtained, with a resulting optimal value fky, of 126. Reconstruction trends show little

sensitivity (decreasing by approximately ®02lecad@) for values oh?up to 1.5, and

are generally lower if fewer AVHRRIigenvectors are retainein important observation

is thata verysmall amount of regularizatidnapproximately 99.3% of the predictor
variance is retainedfor the RLS reconstructions yields the best predictions, indicating
that the ground data is tgly free from systemic error. This provides tangible evidence

that the AVHRR data contains larger errors than the ground data.

b. Overalland spatial patterns of temperature change

While we do find overall warming of the continent, the continentalaayeers not
significant at the 5% leve80.06 +£ 0.07°C decadé)°, nor is the warming in East
Antarctica 80.03+/- 0.09). This is similar to S09, wherein the trends for the continent

and East Antarctica are less positive than West Antarctica and the Pentslite. SO9,

® All uncertainty intervals in this study are 95% confidence intervals, with degrees of freedom corrected for
AR(1) serial correlation of the residuals (Santer et al. 2000).
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we find the Pemisula regional average to demonstrate the most strongly positive trend, at
0.35 +£0.11 from 1957 2006. For West Antarctica, the RLS reconstruction
demonstrates a statistically significant trend of 0.2@#4)9 (approximately half that

reported by SOOwhile the EW reconstruction shows a trend of 0.06:07. Given that

the EW reconstruction displaygome variance losompared tdothRLS and the raw

ground station datave consider the RLS result to be the more accurate of the two
methods Thisresults in a total West Antarctic warming of Wwssince 1957, which is

roughly equivalent to the overall warmingtbe earth over the same period.

Figure 3compareghe spatial patterns of temperature chamgagmajor
subperiods that appear in thed38xt. One feature that is similar to S09 is a strong
indicationof warming in portions of West Antarctiggarticulaty in the Peninsullalf of
Marie Byrd Landand in thePine Island and@ hwaites glacier locationdHowever,the
pattern of West Antatic warming is gbstantiallydifferent In S09, warming is
concentrated in the Ross region and the warrouggall of West Antarctica is
statistically significant. In our reconstructions, statistically signifieeariming is
concentratedh the area gdcent to the Peninsula agdalitatively appears to be an
extension of the Peninsula warmingdditionally, weshowanarea ofmild cooling over
the Ross Ice Shelf and adjacent lénot statistically significantyvhich is distinctly at
odds with S09. Aimilar cooling featuré corroborated by ground station records
extending from the South Pole to the Weddell Sea is also absent from the S09
reconstructionsFigure 5provides spatial maps statistically significant trends

Our results includingthe strong Peninsula warmingsignificantcooling to

neutral trend in the Ross region, and generally insignificant trends elsewhere on the
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continenti compare more favorably ©hapman & Walsli2007) andMonagharet al.
(2008)than S09.0ne notable di#rence between the Monagletral. (2008)
reconstruction anthe present worls in West Antarctica. UnlikéheMonagharet al.
(2008) ourreconstructionshowpositivetrends at Byrd AWS For the entire 1957
2006 period, the reconstructed trendshatByrd location are 0.27-t0.10 (RLS) and
0.23 +£ 0.07 (EW). For the satellite coverage period of 1982006,those becomé.44
+/- 0.30 (RLS) and 0.2%/- 0.20 (E-W). By comparison, th&09 Byrd trends ar@.18
+/- 0.08 and 0.33 +/00.23, respectely.

Also unlike Monaghan et al. (2008), our reconstructions show little sensitivity to
the removal of the manned Byrd station dathichdecreases the West Antarctic
regional trend by only 0.018/Ne do note, however, that tgeounddata from the inteor
of West Antarctica is sparse, with only the manned Byrd station providing aipdoe
observations.The reconstructed trends Marie Byrd Land therefore, are essentially an
interpolation between the lofrgcord Peninsula and Ross area stationsguble
AVHRR spatial datathe manned Byrd statioand infilled values fofour West

Antarctic stationgByrd AWS, Erin, Henry, and Mount Sipla} constraints.

c. Seasonal patterns of temperature change

In comparing seasonal patterns of chagereconstructions show minor to
negligible differencesompared to SO regional averages on the mainlanddpring
andsummer (Table 2 and Figures 4, 5 and\W)jnter and fall show more substantial
differencesgspecidly in the Ross and Weddell regionghe Peninsula trends are

substantially different for all seasons and all time periods.
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In terms of seasonal maximums, S09 find the m@stning in winter and spring
for all areas. In our reconstructiotise Peninsula shows maximum warming in winter
and fall, andhe remainder of the contingo¢aksprimarily in spring and summer. We
additionally show two separate patterns of change in West Antarctica, with the Ross
regionshowingcoolingin winterrather than maximum warming/hile the area adjacent
to the Peninsula follows the Peninsula pattéduerall, the seasondehaviorfor the
Peninsula and West Antarctitssagaincloserto Chapman & Walsl{2007) and
Monaghan et al. (2008han S09 Those studies finthaximum Peninsula warming
during winte and fall (both studies) and maximum Ross region cooling during winter
and fall (Monaghan et al. 2008) over slightly different periods (195802 and 1960
2005, respectively)The observation that the seasonal patterns in S09 for all reg®ns
coupkd to the Peninsula additional evidence that the S09 method allows the Peninsula
to undulyinfluence the reconstruction.

Our reconstructions, like S09, shaaoling over large portions of East Antarctica
in the fall. In addition tothis, howeverwe dso find significant coolingn the region
stretchingirom the South Pole to the Weddell Skaing winter. This corresponds well
to wintertrends at AmundseS8cott (from the READER archive) €9.34+/- 0.07,
compared t60.33 ++ 0.07 (RLS) and0.19 +£ 0.06 (EW). The winter cooling is absent
in S09, who show the greatesarmingoccurring at the polduring this time It differs
to a lesser extent from the Monaghan et al. (2008) result of approximately neutral winter
trends at the pole from 196005, and matches well withhapman & Walsl{2007),
who find cooling at the pole during all seasons, with a maximum cooling trend during

winter in the 1958 2002timeframe.
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Statistical significance of the differencbstween our study and S09 were
calcubkted viaby a one sampletest on the residual trend (or, equivalently, a paitedit
on the monthly estimates$patial maps of the differences between S09 and our
reconstructions for all seasons and each season individually over the period bf 1957

2006 appear in Fig. &nd results for regional averages appear in Table 2.

d. Skill statistics
Thetop halfof Table3 summarizes the skill of the full reconstructions with

respect tams error (77,..), correlation coefficient(), and average explained variance

(R?), which indicate how well the reconstruction performs at locations where ground
information is available Both the RLS and-&V reconstructions show a substantially
better match to ground dataatheither the S09 reconstructionthe raw AVHRR data.
This is not surprisindor RLS, as the temporal inforation come®ntirdy from the
ground stations. For the\W reconstructions, which regress the AVHRR PCs against the
ground data, the improvemeantalidate our concerns with the S09 method.

Verification statisticgbottom halfof Table 3)are calculated by comparing
reconstructed temperatures to station data that is withheld from the reconstiaction

described in Section 6.&5tatistics calculateare m, ., r, and coefficienbf-efficiency

(CE). Reductiorof-error (RE) statistics are undefinedvasification targetsre
completely omitted from the reconstructiphence, nadargetcalibration pemd exists. A
noteworthy result is thaheverification statistic§ wherein no station data is used at the

locations being testedalso substantiallyexceed the performance of both the full S09
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reconstructiorandthe raw AVHRR dataFull statistics aravailable in the Supporting
Information.

Variance loss in our reconstructions is small, with RL&htly outperforming E
W. Since the Peninsula displays the highest trends, variance loss in thatnéddien
most noticeable. Fig.Shows annual amalies for the 7 most complete Peninsula
ground stations vs. therrespondingrid cells from the RLS, &V, and S09
reconstructions A baseline period of 19701985was chosenuk to some stations being
incomplete outside that periohe ground dataend is 0.4 +/- 0.18°C decadé. The
reconstruction trends are4d.+/- 0.16(RLS), 0.3 +/- 0.14(E-W), and 0.8 +/- 0.05

(S09).

e. Relative importance of Modsi 14

Based on performing S&8yle replications with and without Mod 1 (which
separatethe ground station and PC estimation), wel that this modification sz
negligible impact on thgriddedresults. Though the impact becomes greater as
additional AVHRR eigenvectors are included, evek,at 150the overall pattern and
magnitude ofrends danot change appreciably. Therefore, while the combined infilling
of PCs and ground stations technically invalidates the calibration (and should be
avoided), it has no maiat impact on the S09 results.

Mods 2i 4, however, all exhibit a sigmtiant impact on the result&ach
contribute approximately 33% of the differennehe magnitude of the continental
averagewhichlimits the firstorder effect of errors in the AVHR&ataon the S09

reconstruction to about 0.2 decadé. This indic#es that although the detrended S09
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reconstruction demonstrates similar magnitudes to our reconstructions, the similarity
cannot be wholly due to trends in the AVHRR data. Loss of spatial covariance
information (also recognized by S09) contributes tadaleiction in magnitude by
degrading the quality of the regression.

In terms of overall spatial pattern reorganization, Modrdgsvalidation) is the
primary contributor, thougMods 2 and &lso result in substantial reorganization,
especially when exaimng reconstruction subperiog$able 4) Since the patterns in our
reconstructions cannot be obtained simply by increasing the number of retained AVHRR
eigenvectorsit follows that the calibration and spatial structaosmcerns with SO@re
significant

While the contribution of Mod 2 may be determined indepemygeviod 3
requires both 1 and 2NV e thereforeestimate the influence of Mod 3 via deductidtor a
gualitative examination, @maymakeuse of guation (8) teevaluatevhether Mod 3
resultsin a better match between the TTLS regression coefficients and the AVHRR
spatial eigenvectors (Fig..8There is a noticeable improvement as compared to Fig. 2
The rmserror estimates betwedme normalized spatial weights for this method are 0.91,
0.56 and 0.44 for PCs-3, respectivelyas compared 10.93, 0.98, and 1.1f8r S09 As
expectedthe EW methodgreatly reduces the percentage of stations used in the opposite
orientation. When this does occur, it is with lowegight stations than in tHe09

method, which lesserike error inthe reconstruction.

8. Conclusions and recommendations
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S09 present a novel means of using an infilling algorithm to produce a high
resolution gridded reconstruction of Antarctic temperatures wgimgnd and saliée
data. We have shown that the method has three primary areas of comjenmproper
calibration; b) spatial structure differences between the infilling operation and recovery
of gridded estimates; and, c) suboptimal determinatioagiflarizatiorparameters. We
propose four modifications to correct these issues.

We demonstrate thaiur concern®iave a material impact on the result§¥hen
resolvedthe results obtained differ from S09 in several key asp#&¢tsle we find some
notableagreementvith S09 (specifically, overall positive trendsatistically significant
warming in West Antarcticdesser warming in East Antarctiandoverall warming of
the continent in summer and springe also find substantial difference&veragel957
i 2006temperature trendsr the continentEast Antacticaand West Antarcticare
halved We find an average Peninsula trend of approximatey“@.2lecadé, which is
almost three times that of SOMaximumwarming in West Antarcticaccurs inthe area
adacent the Peninsula rather than on Rdsast Antarctica displays a persistent cooling
feature extending from the South Pole to the Weds=ll and large portions of West and
East Antarctica display substantially different seasonal beha&ibof these differences
are statistically significant at the 5% level.

Thoughwe findthe generalkconceptof regressingatellite principal components
against ground informatiamsing an infilling algorithnto have meritcare must be taken
to ensurea proper cabration We observethat in cases where the temparamponent
of a data set may be suspeamethodusing only spatial information from the satellite

datamay provide more accurate resulfhe methodalso presents itself as a diagnostic
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tool; one coud easily comparessultsbetween temporal and spatial methodhis
diagnostic may be performédr any problem that requires both temporal and spatial
analysis of incomplete data sgtghere the temporal and spatial information are derived
from differentsources.

Furthermore, w find the heuristic procedure of Mann et al. (2007) for
determining truncation parameters tosodoptimal at least in the case of Antarctica.

This procedure warrants more investigation in order to establish the conditions under
which it might provide optimal or ne@ptimal results. Additionally, we find sing
evidence that regularization viaincationwith a fixed parametegias in TTLS and

TSVD) provides neaoptimal results only when the number of predictors is stable and
the number of predictands is small,(equivalently highly spatially coherent).

Finaly, we recommend that more study be undertaken to resolve the significant
differencesdetween the AVHRR data set used by S09 and temperatures eteasur
ground statiorocations. The small regularization parameters required for optimal
verification statisticaising only ground station temporal informatiodicate the error is
likely to be with the AVHRR dataThough the scope of this work limits our analysis to a
singde data set, the potential sources for error suggest similar problems may exist in other

AVHRR temperature products.
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List of Figures

Fic. 1. Geographic regions and station color codes. The Peninsula region is shaded in
orange; West Antarctica in tan; and East Antarctica in gray. Circles: S09 station
locations (with Campbell, Grytviken, and Macquarie too dista be shown). Crosses:
stations used as predictors for the improved reconstructions of this study. Triangles:
stations used as additional verification targets for the improved reconstructions of this
study, but were not used as predictoiBhe colos of the station symbols correspond to

the colors used in Figs. 2 (S09) and 8 (this study).

FiG. 2. Spatial structure used to estimate the satellite PCs in thelB# period by S09
vs. AVHRR spatial structureTop: PC #1. Middle PC #2. Bottom PC #3. Circles
represent TLS weights for the PCstars represent the normalized AVHRR spatial
eigenvector weightfor the PCs Geograpla location indicated by colpwith station
colors per Fig. 1. Gold indicates AVHRR PC#/eights are normalizedish that the

variance is unity.

Fic. 3. Comparison of spatial patterns of change for RL-8/,Eand S09 reconstructions.

Leftmost column is the RLS reconstruction; midBkV; rightmost S09.

Fic. 4. Comparison of seasonal patterns of change for R, Bnd S09
reconstructions for 19572006. Leftmost column is the RLS reconstruction; midsle

W; rightmost S09
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FIG. 5. Spatial patterns of change (1952006), with regions of statistically

insignificant trends overlaid in gray (p > 0.05, ttesled)

FiGc. 6. Spatial patterns of change (1952006), with regions of statistically
insignificant differences between S09 and RLSWEeconstructions overlaid in gray (p

> 0.05, twetailed).

Fic. 7. Comparison oannual average anomalies for the 7 noashplete Peninsula
stations (Arturo Prat, Bellinghousen, Esperaffa@adayMar a mbi o, OOHi ggi ns,
Rothera) versus reconstruction anomalies at the corresponding grid cells. Black: ground

stations. Green: RLS. Gold:-\E. Red: S09.

Fic. 8. Spatal structure used to estimate the satellite ®8sn constrained bAVHRR
eigenvector weighting vs. AVHRR spatial structui@p: PC #1. Middle PC #2.

Bottom PC #3.Colors, symbols, and normalization are identical to Fig. 2.
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TABLE 1. Regionatrend comparison between this study (RLS andy Eeconstructins)

and the S09 reconstructioner the period of 1957 2006with values in’C decadé.

Region RLS E-w? S0g
Continental Average 0.06+ 0.8 0.04+0.06 0.12+0.09
East Antarctica 0.03+0.09 0.02+0.07 0.10+0.10
West Antarctica 0.10+ 0.0 0.06 + 0.07 020+ 0.0
Peninsula 035+011 032+ 0.0 013+ 0.6

& Confidence intervals are 95%, with degrees of freedom corrected for serial correlation

of the residuals (Santer et,&000).
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TABLE 2. Comparison ofegional andeasonal trends with SQ@alues in’C decadg)

over the period of 1957 2006 Italics indicate trends in the residuals between S09 and

either RLS or BV reconstructionslUnderline indicatewhere the S09 recotngction is

not significantly different from the RLS reconstruction. Bold indisatkere the S09

reconstruction is not significantly diffent from the EW reconstruction. All confidence

intervals are 95%p(> 0.05, twetailed) with degrees of freedororcected for serial

correlation of the residuals (Santer et al., 2000).

S09i RLS S09i EW
Season Region S09 RLS Residual E-W Residual
Trend Trend
Cont 0.12+0.09 0.06+0.08 0.06+0.05 0.04+0.06 0.08+0.05
East 0.10+0.10 0.03+0.09 0.07+0.06 0.02+0.07 0.08+0.06
ALL
West 0.20+£0.09 0.10+£0.09 0.09+0.06 0.06+0.07 0.13+0.06
Pen 0.13+0.05 0.35+0.11 -0.22+0.10 0.32+0.09 -0.20 +0.07
Cont 0.17+0.10 0.08+0.10 0.09+0.04 0.03+0.08 0.14+0.04
East 0.15+0.11 0.06+0.11 0.09+0.04 -0.00+0.09 0.15+0.04
Winter
West 0.27+0.11 0.07+0.11 0.20+0.07 0.06+0.08 0.21+0.07
Pen 0.17+0.07 0.51+0.16 -0.34+0.13 0.54+0.13 -0.36+0.10
Cont 0.16 +0.07 0.11+0.06 0.06+0.05 0.09+0.05 0.07+0.05
Spring East 0.14+0.08 0.07+0.07 0.07+0.05 0.08+0.05 0.07+0.06
West 0.23+0.08 0.21+0.10 0.03+0.06 0.13+0.07 0.10+0.05




Summer

Fall

Pen

Cont

East

West

Pen

Cont

East

West

Pen

0.14 £ 0.05

0.09 +0.10

0.26 £ 0.09

0.07 +0.06

-0.12 £ 0.09

0.02 +0.07

0.08+0.11

0.06+ 0.07

0.02 +0.07

0.11 +0.09

0.07 +0.06

0.04 +0.07

0.07 £0.05

0.05 +0.08

0.02 £ 0.09

0.16 = 0.07

0.12+0.04

0.20+£0.05

-0.02 +0.09

-0.06 £+ 0.11

0.05+0.10

0.41 +0.09

-0.13 £ 0.05

0.07 £ 0.06

0.08 £ 0.06

0.10 £ 0.06

-0.30 +0.09

0.24 +0.08

0.05+0.04

0.04 £0.05

0.04 +0.04

0.20+0.04

-0.02 £ 0.08

-0.05 £ 0.09

0.02 +0.08
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-0.10 £ 0.07

0.04 +0.08

0.04 +0.09

0.07 £0.07

-0.12 + 0.04

0.07 £0.04

0.07 £0.05

0.14 £ 0.05
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TaABLE 3. Summanyof full reconstruction performance awdrificationreconstructiorstatisticsFor RLS, EW, and S09 usinthe 86

READER stations located withi2Qkm of an AVHRR grid cell.19827 2006 values areompared to the raw AVHRR data.

Full Reconstructions

19571 2006 195771 1981 19821 2006
M r R M r R M r R
RLS 061 097 093 055 098  0.94 063 096 092
E-W 129 085  0.69 125 085  0.70 130 085  0.68
S09 192 056  0.31 189 061  0.32 1.91 0.5 0.3
AVHRR - i i i i i 165 070 048

Verification Reconstructions

19571 2006 19571 1981 1982- 2006
Mhs r CE m.. r CE m.. r CE
RLS 1.35 0.81 0.66 151 0.78 0.55 1.24 0.84 0.70
E-W 1.59 0.74 0.53 1.77 0.64 0.41 1.48 0.78 0.58
S09 1.94 0.54 0.29 1.96 0.54 0.27 1.91 0.55 0.30

AVHRR - - - - - - 1.65 0.70 0.48
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2R and CEare equivalent calculations when both the verification period and calibration period means are zeraatibifation

period existgas is the case with the AVHRR / ground data compaasaithe verification reconstructions
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TABLE 4. Effects of the methodological deficiencies in S09 on overall and regional
trends(values in°C decad®@).

Mod 2 Mod 4 Mods

S09 Only Only 284 E-W RLS

Continent  0.12 0.10 0.10 0.07 0.04 006
East 0.10 0.08 0.08 0.06 0.02 0.3
West 0.20 0.18 0.14 0.09 0.06 0.10

Peninsula 0.13 0.11 0.29 0.28 0.32 0.35
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FiG. 1. Geographic regions and station color codes. The Peninsigia ieghaded in
orange; West Antarctica in tan; and East Antarctica in gray. Circles: S09 station
locations (with Campbell, Grytviken, and Macquarie too distant to be shown). Crosses:
stations used as predictors for the improved reconstructionsdittitly. Triangles:

stations used as additional verification tardats used as predictor&)r the improved
reconstructions of this study. The colors of the station symbols correspond to the colors

used in Figs. 2 (S09) and 8 (this study).
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.............................................

FiG. 2. Spatial structure used to estimate the satellite PCs in thelB# period by S09
vs. AVHRR spatial structureTop: PC #1. Middle PC #2. Bottom PC #3. Circles
represent TLS weights for the PCstars represent the normalized AVHRR spatial
eigenvector weightfor the PCs Geographt location indicated by colpwith station
colors per Fig. 1. Gold indicates AVHRR PC#/eights are normalized such that the

variance is unity.
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Fic. 3. Comparison of spatial patterns of change for RL-8/,EandS09 reconstructions.

Leftmost column is the RLS reconstruction; midBkV; rightmost S09.
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FiG. 4. Comparison of seasonal patterns of change for RE&, Bnd S09

reconstructions for 19572006. Leftmost column is the RLS reconstruction; midgle

W; rightmost S09
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FiG. 5. Spatial patterns of chang&9571 2006) with regions of statistically

insignificanttrends overlaid in grafp > 0.05, twetailed)
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FIG. 6. Spatial patterns of change (1952006), wth regions of statistically
insignificant differences between S09 and RLSWEeconstructions overlaid in gray (p

> 0.05, twetailed)



